
© 2018 JETIR January 2018, Volume 5, Issue 1                    www.jetir.org  (ISSN-2349-5162)  

JETIR1801130 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 671 
 

Link Prediction-based Multi-label  

Classification of 

Networked Data Using Apriori Algorithm 
 

K.Rama Krishna Reddy 
Associate Professor, Dept of CSE, Malla Reddy Engineering College (A), 

Hyderabad, Telangana. 

 

Abstract – In this paper, i presented Link prediction, which could be a vital task for analyzing social networks 

that in accumulation have applications in many domains like, information retrieval, bioinformatics, and e-

commerce. Currently, I incline to experience a rising of the number of social-based on-line systems. The 

availability of the massive volumes of data gathered in those systems brings new challenges that we tend to face 

once trying to analysis it. Throughout this work, I incline to possess an interest to tackle the matter of link 

prediction under challenging networks. Significantly, I likely to explore topological approaches for link 

prediction. Entirely different topological proximity measures are studied among the scientific literature for 

locating the chance of look of latest links during a complicated network.  Link Prediction could be a locality of 

great interest in social network analysis. The expansion of social networks happens as a result of adding new users 

and new links between users. 
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1. INTRODUCTION 
This Multi-label classification has become progressively necessary in recent years, wherever every example may 

be related to multiple labels simultaneously. It's a good range of real-world applications. For instance, in drug 

discovery, one molecular drug will bind with various protein targets, and researchers would like to predict that 

protein targets that one matter will bind with so as to find new drugs for a particular disease; in gene-disease 

association prediction, one gene sequence will involve in multiple diseases, and researchers have an interest in 

predicting that diseases that every gene is related to the key challenge of multi-label classification come from the 

large space of all potential label set that's exponential to the quantity of candidate labels. To tackle this 

disadvantage, normal multi-label classification approaches focus on exploiting the correlations among whole 

completely different class labels to facilitate the educational methodology Social networks unit a popular way to 

model the interactions among the individuals during a} very cluster or community. They'll be visualized as 

graphs, where a vertex corresponds to somebody in some cluster, and a grip represents some association between 

the corresponding persons. The relationships are driven by mutual interests that are intrinsic to a bunch. However, 

social networks are very dynamic, since new edges and vertices are added to the graph over time. Understanding 

the dynamics that drive the evolution of social network could also be a complicated disadvantage due to an 

outsized sort of variable parameters. But, the comparatively easier problem is to understand the association 

between 2 specific nodes. Many real worlds. 

 

Domains are relative, consisting of objects connected to each different throughout a sort of the way. Previous 

studies have shown that analyzing these domains using the link information can considerably improve 

performance in various data processing tasks. This can often be very true for the functions of object classification 

(node labeling) and link prediction (predicting the existence of an edge). Object classification could also be 

improved by exploiting the hemophilic or heterothallic bias of the numerous real-world relationships. Similarly, 

the class labels of two objects could also be very informative for crucial whether or not those objects are 

connected With large amounts of dynamic objects, users and their interconnections modification speedily over 

time through adding new connections to the structure. The link prediction drawback aims to know the underlying 

mechanism of interaction evolution at intervals the network structure. At intervals scientific collaboration 

networks, it's a typical development that a new collaboration is formed between 2 researchers if they need an 
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oversized range of former collaborators in common.  In previous work, the similarity between 2 individuals could 

be a wide used criterion to see the existence of latest connections. However, the analysis of the “closeness” 

between 2 individuals is not any longer entirely supported geographics. Instead, most of the link prediction 

models in the main accept the topology at a previous fundamental measure to predict new connections within the 

future. 

 

Link prediction in multi-relational datasets is somewhat more complicated since every instance is currently related 

to multiple affiliations. Treating these instances and relationships identically loses useful discriminative data 

which will improve prediction performance. For example, during a network with complex connections like friend, 

family, colleague, and classmate, it's going to be way more reasonable for someone to make a new interaction 

with the colleague of a colleague than with the parent of a colleague. Strategies that integrate various relationship 

data would be useful for link prediction in heterogeneous data networks. 

 

2. LITERATURE SURVEY 

S.No

. 

Author Year Title  Proposed Work 

1. Yinfeng Zhao et al. 2016 Link Prediction-based 

Multi-label 

Classification on 

Networked Data 

To improve the multi-label relative classifier by 

creating use of the results of link prediction. 

The LP-SCRN algorithmic rule will improve 

the multi-label classification performance; 

however, the development will probably be 

more increased. 

2. Mustafa Bilgic et al 2007 Combining Collective 

Classification and Link 

Prediction 

Proposed an easy yet general framework for 

connecting common object classification and 

link prediction. 

3. Zheng Chen et al. 2015 Marginalized Denoising 

for Link Prediction and 

Multi-label Learning 

To solve the L-P and MLL issues severally, 

minimal effort has been dedicated to addressing 

the two issues jointly. 

4. Mohammad Al 

Hasan et al 

2011 A Survey Of Link 

Prediction In Social 

Networks 

Survey Of Link Prediction  

5. Xiangnan Kong et 

al. 

2013 Multi-Label 

Classification by Mining 

Label and Instance 

Correlations from 

Heterogeneous 

Information Networks 

propose a unique solution to multi-label 

classification, referred to as PIPL by exploiting 

complicated linkage data in heterogeneous data 

networks 

 

3. PROPOSED METHOD 
 

3.1 Proposed System 

Our proposed algorithm consists of three phases: rules generation, recursive learning, and classification. Inside 

the first section, it scans the coaching information to induce and generate an entire automobile. Inside the second 

part, MMAC returns to induce a lot of rules that pass the MinSupp and MinConf thresholds from the remaining 

unclassified instances, until no additional frequent things are typically found. Inside the third section, the principles 

sets derived from each iteration are united to form a world multi-class label classifier which will then check against 

check data. Figure 1 represents a general description of our planned technique that we'll build a case for in further 

detail below. Coaching attributes are typically categorical, i.e., attributes with restricted distinct values, or 

continuous, i.e., real and integer attributes. For categorical attributes, we tend to tend to assume that each one 

potential price is mapped to a set of positive integers. At present, our technique does not treat continuous attributes.  

 

To increase the efficiency of frequent things discovery and rules generation, MMAC employs a current technique 

supported AN intersection technique that has been conferred. We’ve got extended their technique to accomplish 
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classification. Our technique scans the training data once to count the occurrences of single things, from that it 

determines people that pass MinSupp and MinConf thresholds, and stores them alongside their incidents (rowIds) at 

intervals fast access data structures. Then, by crossing the row IDs of the frequent single things discovered up to 

currently, we will simply get the potential remaining frequent things that involve quite one attribute. The row IDs 

for frequent single things are helpful information and will be accustomed notice things merely at intervals the 

training data therefore on getting support and confidence values for rules involving quite one item. To clarify the 

image, believe for instance frequent single things A and B, if we tend to tend to cross the row IDs sets of A and B, 

then the following set got to represent the tuples where A and B happen to be on at intervals the training data, then 

the classes associated with A^B is just placed, inside that the support and confidence is accessed and calculated, that 

they are planning to be wont to decide whether or not or not A^B can be a frequent item and a candidate rule the 

classifier. Since the training data are scanned once to induce and generate the principles, this approach is extremely 

effective in runtime and storage as a result of it does not believe the normal approach of discovering frequent things, 

which needs multiple scans. 

 
Fig.1 flow diagram of proposed system 

 

Once an item has been called a frequent item, MMAC checks whether or not or not or not it passes the MinConf 

threshold. If the item confidence is larger than MinConf, then it's going to be generated as a candidate rule the 

classifier. Otherwise, the things are discarded.  Thus, all things that survive MinConf are generated as candidate 

rules among the classifier. 

 

3.2 Multi-label Classification 

Many real-world classification problems involve multiple label classes. The matter of Multi-Label Classification 

(MLC) issues learning a mapping from an example to a bunch of appropriate labels. A customary approach to MLC 

is to adopt a problem transformation technique, where a multi-label disadvantage is transformed into one or a lot of 

single-label problems. In works just like the construct of multi-dimensional Bayesian network classifiers (MBCs) 

for MLC has been introduced. A well-liked disadvantage transformation technique to manage MLC is binary 

relevance (BR). A BR classifier decomposes the MLC disadvantage into a bunch of single label classification 

problems, one for each completely different label. However, it's alright best-known that exploiting these 

dependencies can significantly improve the classification performance throughout an MLC scenario, as rumored. 

Bayesian network classifiers (MBCs) for MLC area unit introduced. The structure of this type of networks is learned 

by partitioning the arcs of the graphs into three sets: links among the label variables (label graph), links among 

choices (features graph) and links between label and choices variables (bridge graph). Each sub-graph is singly 

learned, and completely different families of MBCs are derived by imposing restrictions on the graphical structure 

of the label. The label subgraph is assumed to be a tree, and a singular classifier for each label is instantiated.  
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Independence of the choices given the labels is assumed, therefore generalizing to the multi-label case the native 

Bayes assumption and has subgraphs, e.g., Empty graphs, trees, polytrees, and so on. 

 

Fig.2 multi-objective multi-label classification 

3.3 Link Prediction 

Link prediction is used to predict potential future links within the network. Or, it may be used to predict missing 

links as a result of incomplete information. Link prediction in difficult networks has attracted increasing attention 

from every physical and computing community. The algorithms could also be wont to extract missing information, 

confirm spurious interactions, value network evolving mechanisms, and so on. Recent progress concerning link 

prediction algorithms, action on the contributions from physical views and approaches, like the random-walk-based 

methods and additionally the most chance methods. We tend to also introduce three typical applications: 

reconstruction of networks, analysis of network evolving mechanism and classification of partly labeled networks. 

Finally, we tend to introduce some applications and outline future challenges of link prediction algorithms. 

 

Fig.3 link prediction 

 

3.4 Advantages 

• Our approach against 19 different datasets from as well as different datasets for forecasting the behavior of an 

optimization heuristic within a hyper-heuristic framework   

• The choice of such learning methods is based on the different strategies they use to generate the rules. 
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4. RESULTS 

Table 1: Performance of link prediction 

 Dataset SRW RWR 

 

Existing  

IMDB 0.9988 0.9940 

DBLP 0.9607 0.9826 

 

Proposed 

Dataset k-medoids Apriori 

MYD 0.8988 0.8740 

MYI 0.8918 0.8856 

 

Description: As per our proposed framework the performance of the existing system and proposed system which 

was presented in Table 1. 

 

5. CONCLUSION 

A new approach for multi-class and multi-label classification has been premeditated that has several unique 

options over traditional and associative classification strategies in this it. To extend the efficiency of frequent 

things discovery and rules generation, MMAC employs a brand new technique supported an intersection 

technique that has been given. Our strategic rule consists of 3 phases: rules generation, algorithmic learning, and 

classification. Within the 1st part, it scans the training information to get and generate an entire car. Within the 

second region, MMAC proceeds to get additional rules that pass the MinSupp and MinConf thresholds from the 

remaining unclassified instances, till no any common things are found. Within the third part, the rules sets derived 

from every iteration are merged to create a worldwide multi-class label classifier that may then check against test 

information.  
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